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VISIONS OF RISK THOUGHT P IECES  FROM PRMIA  LEADERS

REVERSE STRESS TESTING FROM A MACROECONOMIC VIEWPOINT:
Quantitative Challenges & Solutions for its Practical Implementation
JUAN M. LICARI AND JOSÉ SUÁREZ-LLEDÓ

At its core, reverse stress testing (RST) proposes to “invert” the
standard process; starting now from an “outcome” (business failure)
with the aim of finding potential states-of-nature (scenarios)
consistent with such outcome. When implementing RST in a
quantitative way, multiplicity emerges as a challenge. The same
outcome (for example, high expected losses) could materialize
under multiple combinations of risk factors — such as probability
of default (PD), exposure at default (EAD), and loss given default
(LGD) — and under alternative macroeconomic scenarios.

Multiplicity should definitely pose a concern, as the reverse
engineering exercise can end-up identifying only a subset of
scenarios that are consistent with the starting assumption. There
is risk that such scenarios that were not found could be of more
relevance — and severity — compared with the ones that were
identified by the process.

1 — Multiplicity from a Mathematical Viewpoint
Type-1 Multiplicity: Indeterminacy 
Most RST frameworks are faced with the task of matching a large
number of risk and macroeconomic variables with a limited set of
assumptions; i.e.,  # variables > # equations. Indeterminacy takes
the form of a continuum of solutions (scenarios) whose
mathematical properties will help the modeler identify avenues to
close the extra degrees of freedom. This indeterminacy needs to
be dealt with before any further attempt is made to successfully
reverse engineer the process. Solutions will require (a) additional
ad-hoc assumptions on some parameters (expert-judgment,
market-wide assumptions or values in line with regulatory
guidelines), and/or (b) additional equations based on empirical
findings; e.g.,                               . The task is to close the “degree
of indeterminacy” to zero and end-up with as many equations 
as unknowns.

Type-2 Multiplicity: Inverse Mapping
Even after closing the gap between equations and unknowns a new
challenge emerges when trying to reverse engineer a process —
the inverse of a function may not behave as a function. Consider a
stressed value of the risk factors, say          , that is mapped to a
vector of outcomes, say                        . Mapping         back (i.e.,
reverse engineering the process) could give us a value of         that
is different from         : there may exist another vector         that is
consistent with the same outcome                           . Specific

characteristics of the stress testing process                          will help
us ensure that (at least locally) one can “invert” the process and
obtain a reliable RST mapping                           . Applications of
results such as “Inverse Function” and “Implicit Function”
theorems are applied to understand the shape of the solution-set

. Under some “regularity”
conditions for   f , the set        will locally map                   (stress
testing) and                     (reverse stress testing) in a one-to-one
smooth fashion (overcoming type-2 multiplicity).

2 — Multiplicity from a Practical Viewpoint 
Handling Type-1 Multiplicity: Factor & Principal Components
Analysis
By leveraging on the strong correlation of macroeconomic series,
a modeler can concentrate on a smaller set of instruments
(factors) that can still replicate most of the variability of the
whole sample. The main advantage is the reduction of the
“scenario-space” (to avoid indeterminacy). The challenge,
however, could be the lack of interpretation for the factors. 

We carried a case study to link the top factors to specific
macroeconomic series, ensuring that intuition is kept on the
nature of the factors while reducing the chances of indeterminacy.
Below are the findings for the UK; similar results were found for
US and Germany.

The Financial Services Authority defines reverse stress tests as “tests that require a firm to assess scenarios and cir-

cumstances that would render its business model unviable, thereby identifying potential business vulnerabilities. Reverse

stress-testing starts from an outcome of business failure and identifies circumstances where this might occur. This is different

to general stress and scenario testing which tests for outcomes arising from changes in circumstances.”
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The top five UK factors explain over 90% of the variability of the
whole sample, with factors 1 and 2 explaining 50% and 20%,
respectively. This is encouraging news from a RST angle; almost
all of the information embedded in the UK economic cycle can be

replicated by these five factors.  But what do these factors
represent? Figures I to VI show the correlation of the factors 
to specific economic indicators. 
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The dimension of the “scenario-space” has been dramatically
reduced while keeping an interpretation of the factors: (1) core
real business cycle fluctuations, (2) labor market, (3) monetary
cycle (inflation and rates), (4) money supply (complementing
factor 3), and (5) UK housing market. With this one-to-one
match between macro variables and factors, the modeler
responsible for RST has a better chance of succeeding, due to the
lower number of variables to be matched with outcomes/targets.

2.2 — Handling Type-2 Multiplicity: The Case of Linear Models
Risk modelers usually apply non-linear transformations to risk
variables (e.g., logistic or logarithmic mappings) and then model
these transformed series in a linear fashion against macro-
economic and other risk drivers. Properties of the coefficient
matrices of these linear systems will determine whether the
process can be “inverted”. The simplest 1-dimensional linear
model will require a non-zero estimated coefficient. When dealing
with higher order systems, the non-zero condition translates to
the determinant of a specific matrix. 

Consider a linear model:                               , where  
represents a vector of risk variables or targets and
contains all the model drivers. The (one-step-ahead) forecast
takes the form                               , with        representing the
estimated parameters. 

Suppose now that the RST mandate is to start with an
assumption for the outcome, say             , and find consistent
values for            . This implies                                            . If             ,
we are back into type-1 multiplicity; so                 is necessary to
continue working on the RST process. With an equal number of
targets and control variables, the necessary and sufficient
condition that needs to be verified is the full rank of            (or a
non-zero determinant). Ensuring that            is “invertible” will
avoid the presence of type-2 multiplicity and the scenarios in
will be uniquely linked to the outcome           .

With non-linear transformations of the original risk variables
that are strictly monotone (as it is the case for logarithmic and
logistic mappings), the modeler is able to avoid type-2 multiplicity
and the RST exercise can be carried forward.
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